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•  Basics of the redshifted 21cm signal	

•  Modeling challenges and 21cmFAST commercial	

•  Three recent studies with 21cmFAST	


–  Reionization and kinetic Sunyaev-Zel’dovich effect	

–  Pre-reionization and X-rays	

–  DM annihilation heating	




21 cm line from neutral hydrogen	

Hyperfine transition in the ground 	

state of neutral hydrogen produces 	

21cm line.	


Predicted by van den Hulst when	

Oort told him to find unknown	

radio lines to study our galaxy	




Now widely used to map the HI content of 
nearby galaxies	


Circinus Galaxy	

ATCA HI image by B. Koribalski (ATNF, CSIRO), K. Jones, M. Elmouttie (University 
of Queensland) and R. Haynes (ATNF, CSIRO).	




Once upon a time, HI was much more abundant	
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Bulk of our light cone: observational future!	

Best probe: 21cm!	




Once upon a time, HI was much more abundant	
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Redshifted 21cm signal. 	

tune radio to:	
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LOFAR,	

MWA,	

PAPER,	

21CMA,	

GMRT	


2nd gen: SKA	


interferometer	




Cosmic 21cm signal	


δTb	
 Mesinger & Furlanetto 2007	


LOFAR/	

MWA	


knee feature	


250 Mpc	

(e.g. Lidz+2008; 
Furlanetto+2009;	

Santos+ 2011)	


SKA? 	

(1km2 core)	
~foreground limit	




Astrophysical Foregrounds	

Zaroubi+ (2009)	


can be fitted-out using their spectral smoothness 	


6 S. Zaroubi: Probing the Epoch of Reionization with Low Frequency Arrays

Fig. 4. This figure shows how two di�erent experiments might sample
an annulus in uv. The size of uv point is given by the station (interfer-
ometric element) size, larger station (left panel) has a larger footprint
relative to the smaller station case (right panel) in uv plane; the foot-
print is shown by the purple circles. Even though the sampled area in
the two cases might be the same, the fact that smaller stations sample
the annulus more results in an increased accuracy in their estimation
of the power spectrum.

less uncertainty one has. Obviously, if the signal we are after
is well localized in either time, space or frequency the relevant
noise calculation should take that into account.
In order to calculate the noise in the 3D power spectrum, the
main quantity we are after, one should remember that the fre-
quency direction in the observed datacube is proportional to
the redshift which in turn can be easily translated to distance
whereas the u and v coordinates are in e�ect Fourier space co-
ordinates. Therefore, to calculate the power spectrum first first
shoud Fourier transform the data cube along the frequency di-
rection. Following Morales (2005) I will call the new Fourier
space coordinate ⇥ (with d⇥ resolution) which together with u
and v define the Fourier space vector u = {u, v, ⇥}. From this,
one can calculate the noise contribution to the power spectrum
at a given |u|,

Pnoise(|u|) ⇥ 2N�1
beamN�1/2

cell

�
2kBTsys

�dAd⇥

⇥2 1
Bn(|u|)t , (5)

where Nbeam is the number of simultaneous beams that could be
measured, Ncell is the number of independent Fourier samplings
per annulus and n(|u|) is the number of baselines covering this
annulus (Morales 2005). Note that n(|u|) is proportional to
square number of stations, hence, n(|u|)dA2 is proportional to
the square of the total collecting area of the array regardless
of the station size. This means that the noise power spectrum
measurement does not depend only on the total collecting area,
band width and integration time, it also depends the number of
stations per annulus. This is easy to understand as follows, the
power in a certain Fourier space annulus is given by the vari-
ance of the measured visibilities in the annulus which carries
uncertainty proportional to the inverse square root of number of
points. This point is demonstrated in figure 4. As an example,
MWA will have the advantage of having many samplings of the
uv plane (100 times more than LOFAR) whereas LOFAR will
have the advantage of simultaneous multi-beams and somewhat
larger collecting area.

Fig. 5. A figure showing the various cosmological and galactic com-
ponents that contribute to the measured signal at a given frequency.
The slices are color coded with di�erent tales owing to the vast di�er-
ence between the range of brightness temperature in each component,
however the figure shows the rms of the galactic foregrounds, extra
galactic foregrounds and cosmological signal

5.3. The Foregrounds

The foregrounds in the frequency regime (40 � 200MHz) are
very bright and dominate the sky. In fact the amplitude of the
foreground contribution, Tsky, at 150MHz is about 4 orders of
magnitude larger than that of the expected signal. However,
since we are considering radio interferometers the important
part of the foregrounds is that of the fluctuations which reduces
the ratio between the them and the cosmological signal to about
2-3 orders of magnitude, which is still a formidable obstacle to
surmount.

The most prominent foreground is the synchrotron emission
from relativistic electrons in the Galaxy, this source of con-
tamination contributes about 75% of the foregrounds. Other
sources that contribute to the foreground are radio galaxies,
galaxy clusters, resolved supernovae remnant, free-free emis-
sion provide 25% of the foreground contribution (see Shaver
et al. 1999). Figure 5 shows simulated foreground contribu-
tion at 120 MHz taken into account all the foreground sources
mentioned.

As many studies have shown, the very smooth structure of the
foreground sources along the frequency direction will enable
disentangling their contribution from that of the cosmological
signal. The foregrounds are normally fitted by some procedure
(e.g., polynomial fitting (Jelić et al. 2008), or more advanced
non parametric methods (Harker et al. 2009b)) in order to re-
cover the EoR cosmological signal; Figure 6 shows how suc-
cessful such a recovery is.



Observational Foregrounds	


Ionosphere – smears out sources; radio “adaptive optics”	

	
very messy at low frequencies/high redshifts!	

	
	
RFI – radio frequency interference	


Instrumental effects	


~12 orders of 
magnitude larger than 
cosmological signal!	


courtesy of A. Chippendale and R. Beresford (taken as part of the ATNF 
SKA Site Monitoring Program)	


solution: find “clean” bands, 
understand RFI well, remove 
transients.	

Tough, but doable: LOFAR 
down to system temperature	




Digging out the cosmic signal���
(case of LOFAR):	


Chapman+ 2012	


cosmic signal	

(z=9.5, 150MHz)	

21cmFAST	


foregrounds	

(Jelic+2010)	


LOFAR noise	

(600h)	


DATA=	


reconstructed	

signal =	
 DATA	


FASTICA fg	

fg removal 	

(Chapman+ 2012)	


noise	

(600h)	




Digging out the cosmic signal���
(case of LOFAR):	


Chapman+ 2012	


z=9.5	


z=8.4	


z=7.1	




Simulating and interpreting the signal	


~ FoV of 21cm	

interferometers	


•  Dynamic range required is enormous:  single star --> Universe	

•  We know next to nothing about high-z --> ENORMOUS parameter space to explore	

•  Numerical simulations are computationally expensive: not good for parameter studies	

•  Most relevant scales are in the linear to quasi-linear regime	


	
--> use the right tool for each task!	


Morphology of H II regions during reionization 1049
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Figure 3. Comparison of four radiative transfer simulations post-processed on the same density field, but using different source prescriptions parametrized by
Ṅ (m) = α(m) m. The white regions are ionized and the black are neutral. The left-hand panel, left centre panel, right centre panel and right-hand panels are,
respectively, cuts through Simulations S2 (α ∝ m−2/3), S1 (α ∝ m0), S3 (α ∝ m2/3) and S4 (α ∝ m0, but only haloes with m > 4 × 1010 M$ host sources). For
the top panels, the volume-ionized fraction is x̄i,V ≈ 0.2 (the mass-ionized fraction is x̄i,M ≈ 0.3) and z = 8.7. For the middle panels, x̄i,V ≈ 0.5(xi,M ≈ 0.6)
and z = 7.7, and for the bottom panels, x̄i,V ≈ 0.7(x̄i,M ≈ 0.8) and z = 7.3. Note that the S4 simulation outputs have the same x̄i,M , but x̄i,V that are typically
0.1 smaller than that of other runs. In S4, the source fluctuations are nearly Poissonian, resulting in the bubbles being uncorrelated with the density field
(x̄i,V ≈ x̄i,M ). Each panel is 94 Mpc wide and would subtend 0.6 degrees on the sky.
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Figure 4. The volume-weighted bubble radius PDF for the S1 (solid curves),
S3 (dot–dashed curves) and S4 (dotted curves) simulations. See the text for
our definition of the bubble radius R. We do not include curves for the
S2 simulation because they are similar to those for S1. The thin curves
are at z = 8.7 and x̄i,M = 0.3, and the thick curves are at z = 7.3 and
x̄i,M = 0.8. Simulation S4 has the rarest sources and the largest H II regions
of the four models.
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Figure 5. The ionization fraction power spectrum "xx (k)2 = k3 Pxx (k)/2π2

for the S1 (solid curves), S2 (dashed curves), S3 (dot–dashed curves) and S4
(dotted curves) simulations. For the top panels, x̄i,V ≈ 0.2(x̄i,M ≈ 0.3), for
the middle panels, x̄i,V ≈ 0.5(xi,M ≈ 0.6) and for the bottom panels, x̄i,V ≈
0.7(x̄i,M ≈ 0.8). In all panels, the fluctuations are larger at k ! 1 h Mpc−1

in S3 and S4 than they are in S1 and in S2. As the most massive haloes
contribute more of the ionizing photons, the ionization fraction fluctuations
increase at large scales.
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21cmFAST	


•  Combines excursion-set approach with perturbation theory for efficient generation 
of large-scale density, velocity, halo, ionization, 21cm brightness fields	


•  Portable and FAST! (if it’s in the name, it must be true…)	

–  A realization can be obtained in ~ minutes on a single CPU	

–  New parallelized version, optimized for parameter studies	


•  Run on arbitrarily large scales	

•  Optimized for the 21cm signal	

•  Vary many independent free parameters; cover wide swaths of parameter space	

•  Tested against state-of-the-art hydrodynamic cosmological simulations (Trac & Cen 

2007; Trac+ 2008) 	

•  Publically available!	


semi-numerical simulation (Mesinger, Furlanetto, Cen 2011)	




Density Fields	

z=7	
 0.19 Mpc cells	


143 Mpc	




Ionization fields	


Trac & Cen (2007)	


21cmFAST (Mesinger+ 2011)	


Zahn+ (2010)	


DexM (with halos;	

Mesinger & Furlanetto; 2007) 	
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Fig. 1.— Comparison of ionization fields generated from four schemes: McQuinn et al., Trac & Cen, MF07, and FFRT. The maps are
from the same slice (100 Mpc/h by 100 Mpc/h with depth of 0.4 Mpc/h) through the simulation box.



Redshift space distortions (sorry no pics)	


nonlinear structure formation creates an asymmetric velocity gradient distribution	




Full 21cm comparison (without spin temperature)	


hydro+DM+RT	
 DexM (with halos)	
 21cmFAST (no halos)	


~ 1 week on 1536 cores	
 ~ few min on 1 core	
100 Mpc/h	




Get on board!	

http://homepage.sns.it/mesinger/Sim	


In just over 2 years, 21cmFAST is being used by researchers in 11 countries,	

and most of the 1st gen. 21cm experiments: LOFAR, MWA, 21CMA	


recent converts: LOFAR, MWA	




What can we learn: cosmological 21cm signal	


neutral fraction	


gas density	


LOS velocity gradient	


spin temperature	




Cosmological 21cm Signal	


Powerful probe:	


Astrophysics	
Has something everyone can enjoy!	

The trick is to disentangle the components:	


•  accurate, efficient modeling (21cmFAST) and/or	

•  separation of epochs	


Cosmology	

&	




Now focus on astrophysics	


Powerful probe:	


Reionization	
 Heating	




Power of semi-numerical approach:���
parameter studies of reionization	




Example 1:���
interpreting the recent SPT constraint on the 

kinetic Sunyaev-Zel’dovich signal	

New constraints on reionization kSZ power at l~3000 from SPT 
(Reichardt+ 2011):	

•  PkSZ

patchy <~ 1 µK2 (95% CL) assuming no tSZ-CIB correlation	

•  PkSZ

patchy <~ 4 µK2 (95% CL) allowing tSZ-CIB correlation	


Use 21cmFAST to generate density, velocity and ionization fields.	

3 free parameters:	

•  ζ - ionizing efficiency of high-redshift galaxies. for example: ζ = fesc f* Νγ/

(1+nrec) 
•  Tvir – minimum virial temperature of halos which can host stars 
•  Rmfp – mean free path of ionizing photons inside ionized IGM (set, e.g. 

by LLSs). Rmfp~50Mpc at z~6 



Generate > 100 realizations of reionization!!	
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Explore parameter space for the signal	

Mesinger+ (2012)	


Easiest to detect or rule out (i.e. largest signal):	

models driven by small galaxies which form early, evolve slowly, and 
where ionization is retarded by abundant absorption systems	


Including constraints from WMAP and QSOS	




kSZ conclusions	


•  In physically-motivated reionization scenarios:	

	
1.5 µK2 <~ PkSZ

patchy <~ 3.5 µK2	

•  This means that NO models fit the aggressive SPT 

lower bound!  Reasons:	

1.  There is a sizable tSZ-CIB cross-correlation (indeed all 

models fit the conservative bound)	

	
 	
AND/OR	


2.  High-energy photons from X-ray sources or exotic 
particles contribute significantly 	


•  We should soon have a detection, but why wait…	




Example 2:���
21cmFAST allows us to study the thermal 
history of the universe before reionization, 

including the first sources of X-rays	




Strongest imprint of early X-rays is through 
heating the IGM prior to reionization	


spin temperature	


defined in terms of the ratio of the number densities of 
electrons occupying the two hyperfine levels:	


n1/n0 = 3 e-0.068 K/Ts	




Pre-reionization signal	


spin temperature:	


21cmFAST 11

which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS " Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z " 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS " Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M!). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
14 http://www.astro.princeton.edu/ mesinger/DexM.html

Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
in the above equation. The collisional coupling coefficient can be
written as:

xc =
0.0628 K
A10Tγ

h

nHIκ
HH
1−0(TK) + neκ

eH
1−0(TK) + npκpH

1−0(TK)
i

,

(6)
whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH

1−0(TK), κeH
1−0(TK),

and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &

Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
IGM, xe(x, z):

dxe(x, z′)
dz′

=
dt
dz′

ˆ

Λion − αACx2
enbfH

˜

, (8)

dTK(x, z′)
dz′

=
2

3kB(1 + xe)
dt
dz′

X

p

εp

+
2TK

3nb

dnb

dz′
−

TK

1 + xe

dxe

dz′
, (9)

where nb = n̄b,0(1 + z′)3[1 + δnl(x, z′)] is the total (H +

c© 0000 RAS, MNRAS 000, 000–000

Tγ – temperature of the CMB	

TK – gas kinetic temperature	

Tα – color temperature ~ TK 	


the spin temperature interpolates between Tγ  and TK 	




The spin temperature interpolates between Tγ  and TK ���
	


21cmFAST 11

which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
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cm interferometers, such as SKA, might be able to peek into this
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ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS " Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M!). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
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Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
in the above equation. The collisional coupling coefficient can be
written as:

xc =
0.0628 K
A10Tγ

h

nHIκ
HH
1−0(TK) + neκ

eH
1−0(TK) + npκpH

1−0(TK)
i

,

(6)
whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH

1−0(TK), κeH
1−0(TK),

and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &

Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
IGM, xe(x, z):
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−
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where nb = n̄b,0(1 + z′)3[1 + δnl(x, z′)] is the total (H +
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which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS " Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z " 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS " Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M!). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
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Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
in the above equation. The collisional coupling coefficient can be
written as:
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A10Tγ
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whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH

1−0(TK), κeH
1−0(TK),

and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &

Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
IGM, xe(x, z):

dxe(x, z′)
dz′
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where nb = n̄b,0(1 + z′)3[1 + δnl(x, z′)] is the total (H +
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collisional coupling	

requires high densities	

effective in the IGM at z>40	
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which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS " Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z " 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS " Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M!). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
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Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
in the above equation. The collisional coupling coefficient can be
written as:
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whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH

1−0(TK), κeH
1−0(TK),

and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &

Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
IGM, xe(x, z):
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where nb = n̄b,0(1 + z′)3[1 + δnl(x, z′)] is the total (H +
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Wouthuysen-Field (WF)	

uses the Lyα background	

effective soon after the first sources ignite	


The spin temperature approaches the kinetic temperature if either coefficient is high.	

Otherwise, the spin temperature approaches the CMB temperature: NO SIGNAL!	




What do the temperatures do?	

Tγ – CMB temperature decreases as (1+z)	

TK – coupled to the CMB at high z ~>250. Then after 

decoupling adiabatically cools as ~(1+z)2. When first 
astrophysical sources ignite, they heat the IGM through 
their X-rays. 	


	


	
Other sources of heating (e.g. Furlanetto 2006):	

•  Compton (high-z)	

•  Lyα heating (probably negligible: Chen & Miralda-Escude 2004, Rybicki 2006, Furlanetto & 

Pritchard 2006)	

•  Shock heating (not at strong at high-z in the IGM, e.g. Furlanetto & Loeb 2004; subdominant to 

X-ray heating for fiducial models)	

•  DM annihilation (stay tuned!)	




Global evolution	


collisional coupling	


WF coupling	


emission	
 absorption	




http://www.astro.princeton.edu/~mesinger/
21cm_Movie.html	




Let’s look at more scenarios	


box	  size	  of	  the	  only	  UV	  +	  Lyα	  +	  X-‐ray	  radia5ve	  transfer	  sim	  
(Baek+2010;	  even	  this	  misses	  ~	  97%	  -‐-‐	  99.9999998%	  of	  the	  
stars	  at	  10<z<25)	  	  

Mesinger+, in-prep	


first BHs	

(X-rays)	


first stars	

(UV)	


reionization	

(stellar-driven)	


“fiducial” model:	




Let’s look at more scenarios	


Mesinger+, in-prep	


first BHs	

(X-rays)	


first stars	

(UV)	


reionization	

(stellar-driven)	


~0.2 times as efficient X-rays:	




Let’s look at more scenarios	


Mesinger+, in-prep	


first BHs	

(X-rays)	


first stars	

(UV)	


reionization	

(UV + X-rays)	


~20 times as efficient X-rays:	




Let’s look at more scenarios	


Mesinger+, in-prep	


first BHs	

(X-rays)	


first stars	

(UV)	


~20 times as efficient X-rays, including extreme thermal feedback:	

reionization	

(UV + X-rays)	




Let’s look at more scenarios	


Mesinger+, in-prep	


first BHs	

(X-rays)	


first stars	

(UV)	


reionization	

(UV + X-rays)	


~20 times as efficient X-rays, but inside more massive halos:	




Let’s look at more scenarios	


Mesinger+, in-prep	


first BHs	

(X-rays)	


reionization	

(X-rays)	


~2000 times as efficient, harder, X-rays, inside massive halos:	

“extreme” X-rays:	




Let’s look at more scenarios	


Mesinger+, in-prep	


first BHs	

(X-rays)	


reionization	

(X-rays)	


~2000 times as efficient, harder, X-rays, inside massive halos:	

“extreme” X-rays:	


vs	
“fiducial”	




Example 3:���
including heating from DM annihilations	




Include energy depositions from MEDEA2���
(Valdes+ in prep)	


1005020 20030 30015070

!150

!100

!50

0

z

∆T
b
!mK" DM models:	


•  200 GeV Wino	

•  10 GeV Bino	

•  1 TeV Leptophilic	

•  No heating	


DM annihilation heating +“fiducial” astrophysics	


first stars 	

(WF coupling)	


first BH	

(X-ray heating)	


DM heating 
suppresses 
absorption trough	


DM heating is 
slower than X-ray 
heating	

	

AND	




Cosmology:	  
DM	  hea/ng,	  BAO,	  ma5er	  power	  spectrum	  

only accessible with 	

SKA	


IGM heating	

(first BH)	


reionization	


spin T coupling	

(first stars)	


We need 2nd generation, SKA:���
rich physics of the early Universe	




Conclusions	

•  Cosmological 21cm signal is very rich in information, containing both 

cosmological and astrophysical components. 	


•  Astrophysical milestones such as reionization are likely the only practical 
way of observing the primordial zoo of astrophysical objects in the near 
future	


•  The range of scales and unknown parameter space is enormous! We need 
parameter explorations and  efficient modeling tools to make sense of the 
upcoming observations: 21cmFAST	


•  Pre-reionization epoch allows us to study processes which heat the IGM, as 
well as the matter power spectrum	


•  We need the SKA: (i) make certain we can detect even early reionization; (ii) 
image reionization; (iii) probe pre-reionization epoch of the first stars and 
black holes	


•  We are living in exciting times!	




We need 2nd generation, SKA:���
imaging reionization	
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Figure 3. The left panel shows the standard deviation of the signal (solid lines) and the noise (dashed lines) as a function of redshift for the
400 h−1 comoving Mpc simulation noise and signal. Here we assume 600 hours of observation. The black, red, blue, dark green, brown, cyan and pink
solid lines are for instrument resolution (≈ 3 arcmin.), 5, 10, 15, 20, 25 and 30 arcmin resolutions, respectively. The right panel shows the signal-to-noise
ratio for the same cases. Notice that with 15 arcmin resolution and above there is a redshift range in which the signal rms exceeds the noise rms. This high
signal-to-noise region is typically centered around the redshift at which the IGM is 50% ionized. It is also worth noting that although the rms of the signal
decreases with the smoothing scale, the decrease in the noise is even larger.

EoR signal in a 2.5◦ × 2.5◦ field of view at redshift 9. We note
here that this is about a quarter of the LOFAR field of view as-
suming a single beam. We compare here the 20 arcmin Gaussian
smoothed map shown in Panel B with the following cases: Panel C,
with a noisy signal assuming 600 hours of integration with LOFAR
but without including foreground effects. Panel D, noisy signal as-
suming 2400 hours of integration of the same field (half the noise
level), still without the inclusion of the foreground effects. Panel E,
the same map as in C, i.e., with noise added assuming 600 hours
of integration, but with inclusion of the foregrounds and their ex-
traction with the Wp fitting procedure (Harker et al. 2009a). The
smoothing is done with a 20 arcmin Gaussian kernel. It is clear
that after 600 hours of observation, one has the ability, albeit a lim-
ited one, to map the EoR signal, and the contour map is dominated
by the noise. However, Panel F shows that after 2400 hours of ob-
servation the noise influence drops significantly at this smoothing
scale, and a more reliable map can be seen. This remains true even
after inclusion of the foreground effect, that is, when traces of the
foreground extraction are present on large scales.

A visual inspection shows a clear similarity between Panel B
and Panels C-F in Fig. 4. To quantify this similarity we use two
different methods. The first method is the Pearson cross-correlation
coefficient, ρ, calculated with the formula,

ρ =

∑

i(xi − 〈x〉)(yi − 〈y〉)
√

∑

i(xi − 〈x〉)2
√

∑

i(yi − 〈y〉)2
, (5)

where xi and yi are the value of the pixel, i, in the two maps. The
results of this calculation are shown in Table 1. The table shows the
correlation coefficient between the maps C-F and the noise- and
foreground-free map B from Fig. 4. The existence of foregrounds
and their extraction in maps D and F clearly reduces the correlation.
Also the higher noise in maps C and D results in smaller correlation
coefficient. Still, the correlation coefficients shown in the table are
very high in all cases.

Table 1. Spearman Correlation Coefficients between Map B and the other
maps.

Map C D E F
ρ 0.77 0.68 0.93 0.80

The other method we use to quantify the correlation between
the maps is to inspect their phase information. This is done by
Fourier transforming each map and then checking whether the
Fourier space phases of the maps C-F correspond to those of the
original map B. If this were done to all the points in Fourier space,
then one would obtain no correlation between the phases. This is
because the amplitudes of most points in the Fourier transform of
maps C-F is dominated by numerical noise and contain no useful
information. In Fig. 5 we show a log-log plot of the rank-ordered
Fourier coefficient amplitudes of the five images. The solid black
line is the one for the image shown in Panel B of Fig. 4, whereas
the others are for the rest of the 20 arcmin smoothed images. Each
line is normalized such that its maximum amplitude is one. All the
lines show the same typical behavior where the amplitude of the
first few hundred pixels is high but then it drops exponentially to
slowly varying values (almost flat) which is typical white noise be-
havior. Note that the number of significant coefficients is larger in
maps C-F than in map B because the former contain a contribu-
tion from the (correlated) system noise. The flatness of this part
of the plots indicates that they are dominated by white noise. We
would like to emphasize that this is not the system noise contribu-
tion which typically has a much larger amplitude and is not white
(see Fig. 2). Therefore, in order to compare the phases of the var-
ious images, we only take into account the pixels that have values
larger than 10−4 times the maximum amplitude.

Next, we plot the phases of the pixels with relatively high am-
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Figure 4. EoR maps at redshift 9, with a 〈xHI〉 = 0.2 field of view of
2.5◦ × 2.5◦ (note that the LOFAR field of view will be around 5◦ × 5◦).
Panel A shows the original simulated EoR map at full resolution. The map
shown in Panel B is smoothed with a 20 arcmin (standard deviation) Gaus-
sian kernel. Panel C shows the same map as in B but with noise added to
it assuming 600 hours of observation with LOFAR. Panel D is the same
as C, i.e., with 600 hours of observation noise, but here the foregrounds
were added and then extracted with the Wp fitting procedure (Harker et al.
2009b). Panel E is the same as C but with half the noise level of the map
in panel B (2400 hours of observation). Panel F is the same but with 2400
hours of observation noise and foregrounds that were added and then ex-
tracted with the Wp fitting procedure. The contour levels are colour coded
as shown in the colour table at the top of the figure.

plitudes (! 10−4 of the maximum amplitude). Each of the four
panels of Fig. 6 plots the phases of the reconstructed images (maps
C-F in Fig. 4) versus the phases of the original map (map B in
Fig. 4). These plots are presented as density plots. A high corre-
lation shows as high concentration of points (high contour values)
along the diagonal. In all the panels the correlation between the
phases is obvious. The best correlation is clearly obtained in the
lower left panel because map E has the lowest noise and is without
foregrounds. The worst correlation, though still a very clear cor-
relation, is obtained in the upper right panel because map D has
high noise and still has some residuals from the subtraction of the
foregrounds.

We repeated the same procedure on the

Figure 5. The rank-ordered Fourier space amplitude for each of the 5 im-
ages, B-F, shown in Fig. 4. All curves are normalized with respect to their
maximum amplitudes. The solid black line is plot for map B whereas the
other curves show the Fourier space amplitudes of image C (blue dotted
line), D (cyan dashed line), E (red dotted-dashed line) and F (magenta dou-
ble dotted-dashed line). All uv-maps are dominated by the highest few
hundred pixels. The rest of the Fourier space pixels are noise dominated
as demonstrated by the sudden drop in the amplitudes and their almost flat
slope thereafter.

Figure 6. The phases of the reconstructed images (maps C-F in Figure 4)
versus the phases of the original map (map B in Figure 4). The plots are
shown as density plots where the density represents the number of point
per unit area, hence, highly correlated maps should show as high density
contours at the diagonal. The map shows the highest 67% of the density
PDF. The high correlations at the upper left side and lower right side of the
figures simply reflect the periodicity of the phases.
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Deus ex Machina (DexM)	

Etymology: New Latin 
Literally: "God from a Machine", translation of Greek 
theos ek mechanes 
 
- a person or thing that appears unexpectedly 
and provides a contrived solution to an 
apparently insoluble difficulty 
(http://www.merriam-webster.com/dictionary/deus%20ex%20machina)	


in true marketing fashion, we also offer a “professional” version,	

with an even more pretentious title:	


but you will need lots of RAM to take advantage 	

of added benefits, such as…	




Halo Finder	

Mesinger & Furlanetto (2007); Mesinger+ (2009, in preparation)	


z=8.7 N-body halo field from	

McQuinn et al. (2007)	




Halo Finder	

Mesinger & Furlanetto (2007)	


without adjusting halo locations	
 with adjusting halo locations	




Ionizing UV Flux Fields	


Mesinger & Dijkstra (2008)	


flux α ∑ L(Mhalo)/r2 e-r/λmfp	



